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Control Mechanism of the
Circadian Clock for Timing of
Cell Division in Vivo

Takuya Matsuo,"?* Shun Yamaguchi,'* Shigeru Mitsui,’
Aki Emi," Fukuko Shimoda,’ Hitoshi Okamura’y

Cell division in many mammalian tissues is associated with specific times
of day, but just how the circadian clock controls this timing has not been
clear. Here, we show in the regenerating liver (of mice) that the circadian
clock controls the expression of cell cycle-related genes that in turn mod-
ulate the expression of active Cyclin B1-Cdc2 kinase, a key regulator of
mitosis. Among these genes, expression of weel was directly regulated by
the molecular components of the circadian clockwork. In contrast, the
circadian clockwork oscillated independently of the cell cycle in single cells.
Thus, the intracellular circadian clockwork can control the cell-division cycle
directly and unidirectionally in proliferating cells.

Circadian (~24-hour) rhythms and cell divi-
sion are fundamental biological systems in
most organisms. There is substantial evi-
dence that, in mammals, circadian rhythms
affect the timing of cell divisions in vivo.
Day-night variations in both the mitotic index
and DNA synthesis occur in many tissues
(e.g., oral mucosa, tongue keratinocytes, in-
testinal epithelium, skin, and bone marrow)
(1-6), some of which persist even in constant
darkness (7). However, how the circadian
clock controls the timing of cell divisions is
not known.

To explore the relationship between cell
division and circadian rhythms, we used a
mouse model with partial hepatectomy (PH)
(8—13). After a two-thirds partial hepatecto-
my (/4), most of the remaining hepatocytes
rapidly and simultaneously enter into the cell
cycle, resulting in restoration of the liver
mass in a few days.

Diurnal control of cell cycle in wild-
type mice. PH was performed on mice (/5) at
ZT8 or ZTO (ZT, Zeitgeber time in a 12 hour
light—12 hour dark cycle; ZTO represents lights
on and ZT12, lights off) to compare the kinetics
of subsequent cell cycles. The kinetics of S-
phase (DNA-synthesizing) hepatocytes for both
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ZTs were comparable as determined by bro-
modeoxyuridine (BrdU) incorporation into nu-
clei, peaking at 36 hours after PH (Fig. 1A). In
contrast, subsequent mitotic waves differed
(Fig. 1B). When PH was performed at ZT8
(PH/ZTS), a massive entry of hepatocytes into
the M phase occurred within 40 hours after PH.
In the case of PH/ZTO0, however, only a few
cells entered the M phase within 44 hours, and
a mitotic peak was reached 48 hours after PH.
These results suggest that the time of operation
has a marked effect on the timing of mitosis
controlling the progression of cell cycling itself.

To investigate the molecular mechanism
underlying this time of day—dependent regu-
lation of the cell cycle, we examined the
kinase activity of Cdc2 (15), an initiator of
mitosis (/6). Peaks of Cdc2 activity after
PH/ZT8 and PH/ZTO occurred 40 and 48
hours after PH, respectively, corresponding
to the observed mitotic peaks (Fig. 1, B and
C). This suggests that the regulation of the
expression of the active Cdc2 kinase is an
important process for the diurnal control of
the cell cycle.

Analysis of the expression profiles of 68
cell cycle—related genes by DNA microarray
and Northern blot analysis (fig. S1, A and B;
fig. S2; and table S1) revealed that although
11 genes showed moderately different kinet-
ics between PH/ZT8 and PH/ZTO (differenc-
es of 1.5- to 2.2-fold or 0.67- to 0.42-fold;
ratios of PH/ZTO to PH/ZT8) (fig. S2 and
table S2), only three genes—cyclin Bl, cdc2,
and wee/—showed remarkably different ex-
pression profiles (a difference of more than
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2.7-fold) between 28 and 56 hours after PH
(Fig. 1D).

The expression peaks of cyclin Bl and
cdc? transcripts, whose products form Cyclin
B1-Cdc2-complex kinase, corresponded with
Cdc2 kinase activity peaks (Fig. 1, C and D).
Both mRNA peaks were delayed by 8 to 12
hours after PH/ZTO0 as compared to PH/ZTS.
The weel gene product phosphorylates Cdc2
on Tyr-15 [p-Cdc2(Tyr 15)] and keeps it in
an inactive form (77, 18); the decrease of its
mRNA corresponded with the increase of the
Cdc2 kinase activity (Fig. 1, C and D) with
the same time delay. These results suggest
that the transcript-level regulation of cyclin
B1, cdc2, and weel contributes to the timing
of entry into mitosis.

Impaired liver regeneration in arrhyth-
mic Cry-deficient mice. Mice that lack the
clock regulator cryptochromes (Crys) com-
pletely lack free-running rhythmicity. Yet,
embryogenesis and postnatal development in
these mice appear normal (/9), suggesting
that clock function is not absolutely required
for cell cycling. Although the mean weights
of the pre-PH livers of wild-type and Cry-
deficient animals were the same (P > 0.05),
the weights of the regenerating livers in Cry-
deficient mice 72 hours after PH/ZTS were
significantly lower than those of wild-type
mice (53.1 £ 3.0% and 64.1 £ 1.7% of
pre-PH liver weight, respectively; Student’s ¢
test, P < 0.05) (Fig. 2A). This value for
Cry-deficient mice was also lower than that
of wild-type mice 72 hours after PH/ZTO
(66.4 = 1.7%; P < 0.01), suggesting impair-
ment of hepatocyte proliferation in Cry-
deficient mice. However, in both genotypes,
liver weight returned to pre-PH levels by day
10 (Fig. 2A), and histological analyses (in-
cluding comparisons of the number and cell
size of hepatocytes and average distances
separating portal and central hepatic veins),
did not reveal any major differences (20).
This indicates that circadian clock function is
required for efficient cell cycling in vivo.

The kinetics of S-phase hepatocytes af-
ter PH/ZT8 or PH/ZTO in Cry-deficient and
wild-type mice were comparable (Fig. 2B).
However, in the subsequent mitotic wave,
the maximum value of mitotic hepatocytes
was low (less than 4% for both PH/ZTS8 and
PH/ZTO) (Fig. 2B). Furthermore, Cdc2 ki-
nase activity was reduced (Figs. 2B and
1C). Therefore, the cell cycle progression
from S to M phase was impaired during
liver regeneration in Cry-deficient mice. In
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addition, because Cry-deficient mice did
not exhibit a mitotic wave that depended on
the time of operation, functional impair-
ment of the control mechanism for mitotic
timing in vivo is indicated.

To determine the molecular mechanism un-
derlying the failure to progress through the cell
cycle in Cry-deficient mice, we compared the
expression profiles of the cell cycle-related
genes between wild-type and Cry-deficient
mice (fig. S1, C and D; fig. S3; and tables S1
and S3). After PH/ZTS, 7 of 68 analyzed genes
showed different expression profiles: Differ-
ences of more than 2.7-fold or less than 0.37-
fold (ratios of Cry-deficient to wild type) were
observed between 32 and 56 hours after PH
(Fig. 2C). These included the M-phase-related
genes cyclin Bl, cdc2, weel, Bubl, and
p35CDC; the S-phase- and M-phase-related
gene cyclin A2; and the G1-phase-related gene
cyclin DI (21). In Cry-deficient mice, the ex-
pression peaks of cyclin Bl, cdc2, Bubl,
p35CDC, and cyclin A2 occurred 8 to 12 hours
later than those in wild-type mice, correspond-
ing to the peak mitotic timing (48 hours after
PH) (Fig. 2, B and C). The expression profiles
of cyclin DI and weel transcripts were mark-
edly different between Cry-deficient and wild-
type mice throughout the liver regeneration pro-
cess: cyclin D1 expression decreased up to 86%
and weel expression increased up to 4.6-fold
between 32 and 72 hours after PH (Fig. 2C).
These results indicate that the expression of

Fig. 1. Effects of time of PH
on subsequent liver regener-

A PH/ZT8 PH/ZTO
Time after PH (hr) Time after PH (hr)

many cell cycle—related genes is deregulated in
Cry-deficient mice and underlies impairment of
cell-cycle progression.

Direct regulation of weel transcrip-
tion by circadian clockwork. The expres-
sion pattern of weel during liver regeneration in
Cry-deficient mice and its circadian cycling in
normal mouse liver (22, 23) raised the possibility
that wee! transcription may be directly driven by
the circadian oscillatory machinery. The expres-
sion level of WEE1 was reported to affect the
timing of M phase entry in mammalian cells (18,
24, 25). In normal mouse livers, weel mRNA
displayed a robust circadian oscillation showing
a 22.8-fold amplitude with a peak at circadian
time (CT)8 (where CTO is subjective dawn and
CTI12 is subjective dusk) (Fig. 3A). In Cry-
deficient mice, wee/ mRNA levels were high at
both ZT0 and ZT12. However, in Clock mutant
(Clock/Clock) mice (26), which carry dominant-
negative Clock mutations (27), weel expression
was low at both ZTs (Fig. 3A). These expression
profiles support the regulation of wee! transcrip-
tion by circadian clock components: activated by
CLOCK-BMALI heterodimers (27) and sup-
pressed by PER/CRY proteins (28).

The CLOCK-BMALI1 complex acts on
E-box (CACGTG) elements of target genes.
Three E-box elements were found within 1.2
kb of the mouse weel gene 5'-upstream re-
gion (Fig. 3B). CLOCK and BMALI togeth-
er, but neither of them alone, produced a
major increase in transcriptional activity

ation. White and black bars
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times when lights were on or
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through this fragment in transfected NIH3T3
cells (52.7-fold; Student’s 7 test, P < 0.001)
(Fig. 3C). This activation was reduced when
all three E-boxes were mutated (82.6%; P <
0.001). PER1, PER2, and PER3 moderately
reduced (32.1%, 71.8%, and 21.8%, respec-
tively; P < 0.05), and CRY1 and CRY2
completely abolished the CLOCK-BMALI1-
induced transcription. These results suggest
that the weel transcription is directly regulat-
ed by the core components of the feedback
loop of the circadian oscillatory mechanism.

During liver regeneration, wee/ mRNA
levels in wild-type mice were high between
ZT8 and ZT16 and low around ZTO (Fig.
1D), similar to those of unoperated mice (Fig.
3A). In Cry-deficient mice, weel mRNA lev-
els were elevated throughout regeneration
(Fig. 2C), whereas they were low in Clock/
Clock mice (Fig. 3D). These results suggest
that the direct regulation by the circadian
clockwork is maintained even during the re-
generation process.

Fluctuations in the quantities of wee/ mRNA
were also reflected in WEE1 protein and kinase
activity levels in regenerating livers. In wild-type
mice, the peaks of WEEI protein expression
occurred 36 hours after PH/ZT8 and 40 to 44
hours after PH/ZTO0, 4 to 8 hours before the
corresponding mitotic peaks (Fig. 3E) (15). Sub-
sequently, the WEE1 protein levels rapidly de-
creased in both groups (Fig. 3E). These expres-
sion profiles were closely reflected by changes in

Time after PH (hr)
0 32 36 40 44 48 52 56
-

SN A PHZTO o il

ZT(hr)

off, respectively. hr, hours. < — = -

(A) Kinetics of DNA synthe- 3 100 g30 T 20— >

sis (BrdU-incorporation) in S 75 = £100

hepatocytes after PH/ZT8 - PH/ZTO & é‘s PH/ZTO 2% 75

and PH/ZTO. Values show ® 50 £%0 §§ i

mean percentage = SEM in = 25 - “g_ 5 3

2000 nuclei per animal. (B) o p o £ 2

Kinetics of mitotic hepato- 0 0 Attty it
cytes after PH/ZT8 and PH/ ¢ 12Ti|21f|‘e gf?erdlgH (shc:} " . 1211?#9 gf?ergH (h‘?) s ¥ 12T|2n‘1‘e asf?er"PsH [sh% -
ZTO. Red arrows indicate mi-

totic nuclei. Values in the D Time after PH (hr) Time after PH (hr) Time after PH (hr) _ Time after PH (h)
graph ShOW' mean percent- D057 2 & 612162024 28 3236 W0 44 A6 525660646672 0 4 121624 28 36 A0 AB52 606472 0 323640 1 B 5260 66 72 0 36 40 48 52 60 66 72
age = SEM in 3000 hepato-  gyciin gy _ - o e T R | —
cytes per animal. (C) Kinetics -

of Cdc2 kinase activity after 32 T T —— TERRREEY i aaeeeeaes aesnnes®
PH/ZT8 and PH/ZTO. Cdc2  albumin sesssssssssss

was immunoprecipitated ZT(hr) ZT (hr) P I L

from liver lysates and its ki- v 1

nase activity was deter- _ 100 lcXEin 100 5100 '::Jez!m

mined by an in vitro kinase [ _Eal@q ° o=

assay wi?:/h histone H1 as the 0 g5y EE 75 55 75"

substrate. The peak value for %5 50 =< 50 23 50

the PH/ZT8 mice was adjust- E% 25 E‘E 25 ‘I% 25

ed to 100. (D) Temporal ex- 0 0 e 0

pression profiles of cyclin B1, 0 12_24 36 48 60 72 0 12_24 36 48 60 72 0 12 24 36 48 60 72
cdc2, and wee? mRNAs after Time after PH (hr) Time after PH (hr) Time after PH (hr)

PH/ZT8 and PH/ZTO. North-

ern blot analyses for total RNAs (20 pg) isolated from the livers of
operated mice are shown at the top. Quantified relative mRNA levels are
shown in the graphs. The peak values for the PH/ZT8 mice were adjusted

10 OCTOBER 2003 VOL 302

to 100. No variations were detected in the amounts of mRNA loaded as
the result of hybridization with an albumin cDNA probe. Scale bars
indicate 30 wm in (A) and (B).
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the WEE1 kinase activity (Fig. 3F) (/5). In
Cry-deficient mice, WEEI1 protein levels and
WEEI kinase activity were very high between
32 and 52 hours after PH (Fig. 3, E and F).
We next examined the kinetics of the phos-
phorylation of Cdc2 on Tyr-15, which is pre-
dominantly carried out by the WEE kinase (17,
18). In wild-type mice, the p-Cdc2(Tyr 15) lev-
els reached a peak 36 to 40 hours after
PH/ZT8 and 44 to 48 hours after PH/ZTO
(Fig. 3G) (15). Thus, the peak expression
for both ZTs was about 4 hours later than
that of the corresponding WEEI kinase ac-
tivity. However, when the total amount of
Cdc2 protein during liver regeneration was
taken into account (Fig. 3G) and the ratios
of p-Cdc2(Tyr 15) to Cdc2 were calculated,

the peak times for both ZTs corresponded
well with the WEE1 kinase activity peaks
(Fig. 3, F and G). These peaks occurred 4
hours before the corresponding Cdc2 kinase
activity peaks (Fig. 1C). In Cry-deficient
mice, both the amount of p-Cdc2(Tyr 15)
and the p-Cdc2(Tyr 15)/Cdc2 ratios were
high between 32 and 52 hours after PH (Fig.
3@G). This, at least in part, accounts for the
low activity of the Cdc2 kinase in Cry-
deficient mice (Fig. 2B). The increase in
p-Cdc2(Tyr 15) is thought to be due to the
high level of WEEI kinase expression, be-
cause Mytl, another Cdc2(Tyr 15)-phospho-
rylating kinase (29), showed no significant
difference in the quantities of mRNA and
protein between wild-type and Cry-defi-

WT PH/ZT8 Cry-deficient PHZT8
Time after PH (h Time after PH (hr)
0 32 36 40 44 48 52 60 66 72 0 32 36 40 44 48 52 60 66 72

- R e e W -
a D = b S e L T -
PR e W W e
Ao e S g
-— W S —
i g M - E N s

opeiin D1 - —————— -

Q%\H

cyclin A2 cyclin D1
deficient Gefivient
weel ; : *

012 24 36 48 60 72
Time after PH (hr)

Getitien

A _ 3days _ 10days Cc
2 100
&
2 75 |_F
§ eyelin B1
- 50
g cde2
- sl = - Bubt |
SELLEL pocre
S <
6@5‘ cyclin A2
B ZT (hr)
;3“” BrdU
B 751=PH/ZTO
]
e 50
£ .
8 25
o 100
~ " wite e 75
g Mitosis 5
151 0
& )
g 2
= 10 0
5
g 100
= A T 75
2 50
0 12 24 36 48 60 72 3 5
Time after PH (hr) [
E o0
ﬂmeafherP:‘[hr] 2 100
PHIZTE | g7
ZT (hr) T 50
Cdc2 25
5100 0
E% - 100
32 50 i
& E 50
= 25 25
& R . (SR 0
i 12 24 36 48 60 72 C
Time after PH (hr)

12 24 36 48 60 72
Time after PH (hr)

Fig. 2. Liver regeneration in Cry-deficient mice. (A) Liver weights of wild-type (WT; PH/ZT8 and
PH/ZTO) and Cry-deficient (PH/ZT8) mice 72 hours and 10 days after PH. Pre-PH liver weight
(removed liver weight X 1/0.67) of the animals was adjusted to 100%. Values represent the
mean = SEM (n = 4 to 6). Single and double asterisks denote statistically significant differences
(P < 0.01 and P < 0.05, respectively). (B) Kinetics of BrdU-stained hepatocytes (top), mitosis
(middle), and Cdc2 kinase activity (bottom) in Cry-deficient mice after PH. Values in the top and
middle graphs were determined as in Fig. 1, A and B. In the bottom graph, relative values were
calculated by setting the peak value for PH/ZT8 in Fig. 1C as 100. (C) Temporal expression profiles
of the cell cycle-related genes that showed markedly different expression patterns between
wild-type and Cry-deficient mice after PH. Northern blot analyses for the regenerating livers after
PH/ZT8 are shown as in Fig. 1D. The peak values for the wild-type mice were adjusted to 100.
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cient mice (fig. S4). Taken together, the
data suggest that the fluctuations in the
quantity of weel mRNA are closely reflect-
ed by its protein and kinase activity, target
phosphorylation, and Cdc2 kinase activity.
Thus, the circadian clock—weel pathway
can control the cell cycle in vivo.

Functional clock in dividing hepato-
cytes. To determine whether the circadian
clock continues to function during the mas-
sive entry of hepatocytes into the cell cycle,
we examined expression profiles of clock
components Perl, Per2, Cryl, and Bmall.
Robust oscillations in these mRNAs with a
periodicity of 24 hours (fig. S5, A and B)
were observed in unoperated wild-type mice.
After PH/ZT8 or PH/ZTO0, these expression
profiles were mostly conserved, even on the
first day after PH (fig. S5, A and B). At the
same time, more than 70% of hepatocytes
(71.0 = 6.2% for PH/ZT8 and 70.1 = 0.7%
for PH/ZTO0) were involved in cell cycling on
the second day (fig. S5C). These results sug-
gest that the intrinsic circadian clock contin-
ued to function in the regenerating liver even
when the majority of the hepatocytes were
going through the cell cycle.

At the single-cell level, PER2 protein ex-
pression in hepatocyte nuclei, as determined
by immunohistochemistry (/5), was observed
in the livers of unoperated wild-type mice at
ZT20, 4 hours after the Per2 mRNA peaks
(Fig. 4A). No cytoplasmic or nuclear PER2
was found between ZTO and ZT16. PER2
immunoreactivity in nonparenchymal cells,
including endothelial, Kupffer, and ductal
cells, was below the level of detection at all
times (20). After PH/ZTS, nuclear PER2 was
found again at exactly ZT20 (12, 36, and 60
hours after PH) (Fig. 4B). Moreover, PER2
accumulated in nuclei of BrdU-stained cells,
exactly as in unstained cells (Fig. 4B). This
was also observed after PH/ZTO (fig. S6).
Therefore, the circadian clockwork oscillated
accurately in a single proliferating cell. Fur-
thermore, the circadian output genes dbp, hlf,
tef, e4bp4, and cyp7a displayed robust oscil-
lations in their transcript expression levels
throughout the regeneration process (fig. S7),
indicating that the intracellular circadian
clockwork is functional and is able to control
the timing of the cell cycle-related gene ex-
pression during the regenerating process.

Finally, we investigated whether the circa-
dian rhythms of the clock gene expression per-
sist in proliferating hepatocytes in the absence
of cell cycling. Before partial hepatectomy per-
formed at ZT8, the mice were given retrorsine
(15), which inhibits hepatocyte cell division for
several weeks (30). This treatment resulted in
a cell cycle block that allowed DNA synthe-
sis but almost completely eliminated the sub-
sequent mitotic division (the highest value
of the mitotic index between 36 to 64 hours
after PH was less than 0.2%) (fig. S8A).
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Fig. 4. PER2 protein expression A B
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PH(hr) 12 24 7
(A) Immunofluorescence analy- FT(h) 20 8
sis (red) showing the temporal
expression profile of PER2 pro-
tein in unoperated control livers.
Nuclei were counterstained with PER2
4',6-diamidino-2-phenylindole

(blue). (B) Nuclear PER2 accu-
mulation (red) in BrdU-stained ~DAPI
(green) and unstained hepato-

cytes at regular time intervals af-
ter PH/ZT8. Scale bars, 30 pm.
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Even under these conditions, PER2 expres-
sion was still observed in almost all hepa-
tocytes (99.1% of 2000 cells) at exactly
ZT20 (36 and 60 hours after PH) (fig. S8B),
indicating that the circadian oscillatory
mechanism in proliferating hepatocytes did
not require the help of a cell cycle for its
normal functioning.

Conclusion and perspective. We have
observed that the circadian clockwork can os-
cillate accurately and independently of the cell
cycle in proliferating hepatocytes and that this
intrinsic oscillatory mechanism may participate
in regulating the timing and efficiency of cell-
cycle events through clock-controlled genes
such as weel. Although external humoral and/
or neural timing cues may also participate in
cell-cycle regulation (/2), the presence of intra-
cellular pathways from the circadian clockwork
to the cell-cycle system indicates a strong cor-
relation of the timing of clock gene expression
with the timing of cell-cycle events in not only
regenerating liver but also continuously prolif-
erating tissues (e.g., oral and gastrointestinal
mucosa, skin, and bone marrow). Although
only a few studies have examined both clock
gene expression and cell-cycle events simulta-
neously in proliferating tissues (37), the follow-
ing relationship may be conserved: Expression
of weel is high when the transcript of Perl,
another CLOCK-BMAL 1-driven gene, is abun-

dant in these tissues, and the entry into the M
phase is suppressed during that time of day. The
findings may extend to understanding the cir-
cadian phase—dependent toxicity and antitumor
effects of several chemotherapy drugs (32).
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Phosphadioxirane: A Peroxide from
an Ortho-Substituted Arylphosphine
and Singlet Dioxygen

David G. Ho,* Ruomei Gao,* Jeff Celaje, Ha-Yong Chung,
Matthias Selket

We prepared the primary adduct for the reaction of singlet dioxygen ('O,) with
an arylphosphine by using the sterically hindered arylphosphine tris(o-
methoxyphenyl)phosphine. The resulting phosphadioxirane has a dioxygen mol-
ecule triangularly bound to the phosphorus atom. Olefin trapping experiments
show that the phosphadioxirane can undergo nonradical oxygen atom-transfer
reactions. Under protic conditions, two different intermediates are formed during
the reaction of singlet dioxygen with tris(o-methoxyphenyl)phosphine, namely, the
corresponding hydroperoxy arylphosphine and a hydroxy phosphorane. Experi-
ments with other arylphosphines possessing different electronic and steric prop-
erties demonstrate that the relative stability of the tris(o-methoxyphe-
nyl)phosphadioxirane is due to both steric and electronic effects.

The reactions of singlet dioxygen ('0,) with
organic sulfides (/—4) and phosphines (5-8)
represent rare examples of nonradical aerobic
oxidations, and the mechanisms of these decep-
tively simple processes have proven to be very
complicated. Whereas spin-forbidden oxidation

www.sciencemag.org SCIENCE VOL 302

reactions involving ground-state dioxygen
(?0,) have large kinetic barriers, reactions in-
volving singlet dioxygen ('O,) often have en-
thalpies of activation near zero and can conse-
quently be carried out at very low temperatures.
Nevertheless, despite numerous efforts, perox-
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REPORTS

idic intermediates have not been directly ob-
served during the reactions of 'O, with organic
sulfides and phosphines, largely because such
intermediates should be even better oxidants
than 'O, itself. However, such intermediates
may also represent synthetic “oxene-like” oxi-
dants derived from molecular oxygen that could
be used for the oxidation of organic molecules
by nonradical pathways. We have recently re-
ported an unusual intramolecular oxidation
pathway during the photooxidation of tris(ortho-
methoxyphenyl)phosphine (1) and have shown
that there exists a phosphine cone-angle depen-
dence for this reactive channel of the putative
peroxidic intermediate (8). The bulky ortho
substituents shield the phosphorus atom some-
what from intermolecular attack by a second
phosphine, leading to the observed intramolec-
ular reactivity. We have also noted that physical
quenching of singlet oxygen by 1 at room tem-
perature is insignificant (8) (Fig. 1).
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